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Abstract

Let D be a Hessenberg matrix and D the closed operator associated to it. In this work, we

study the approximation of the resolvent of D by the resolvents of the truncated matrices Dn

of D: A concept of determinacy is introduced analogous to the one for Jacobi matrices. We
apply our results to some questions in rational approximation.
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0. Introduction

A Hessenberg matrix is an infinite matrix D ¼ ðdi;jÞNi;j¼0 such that di;j ¼ 0 for
j4i þ 1; in this paper we assume additionally that it satisfies di; iþ1a0: This paper is
devoted to the approximation of the resolvent of a Hessenberg matrix D by the
resolvents of its finite sections Dn: Specifically, we consider a closed operator
D : l2-l2 associated to D by

domainðDÞ ¼ fxAl2 :DxAl2g;

Dx ¼Dx
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and we look for conditions to ensure the strong convergence of operators

P�
nRðz;DnÞ�Pn-Rðz;DÞ�; ð1Þ

where Dn ¼ ðdi;jÞn�1
i;j¼0 are the finite sections of D; Rðz;DnÞ; Rðz;DÞ are the resolvent

functions of Dn and D and Pn : l2-Cn is the projection Pnx ¼ ðx0; x1;y; xn�1Þt:
As we will show below, one way to rephrase (1) is to say that the finite sections

method converges for %Dt � %zI : There is an extensive literature about the finite
sections method. An account of the results in this area can be found in [3], with
emphasis on the case of Toeplitz operators.
Convergence (1) is important in problems arising in rational approximation,

particularly in the convergence of Padé approximants and of asymptotics for
orthogonal polynomials. When D is a Jacobi matrix, ðRðz;DnÞÞ0;0 is the nth Padé

approximant of ðRðz;DÞÞ0;0; and if D is real and determinate, Stieljes’ Theorem

states that (1) holds for every zAC\R (see [12]). When D is a perturbation of a real
Jacobi matrix, an arbitrary complex Jacobi matrix or a banded matrix, convergence
(1) has been studied by a number of authors, such as Lopez, Beckermann,
Kaliaguine et al., in papers [1,2,8]. In all these works extensive use is made of the
connection between these matrices, orthogonal polynomials and Padé approximants.
In this work we generalize some of the results proved in the previously cited papers.
Our methods are closely related to theirs, particularly to [2].
In [14] we developed a general setting for the study of orthogonal polynomials and of

infinite simultaneous Padé approximation. This has motivated our interest in proving
convergence of type (1) for Hessenberg matrices, since most of the relevant objects of
that theory can be written in terms of a Hessenberg matrix and its finite sections. The
paper [14] contains a number of applications for the theorems proved here.
This work is organized as follows. Section 1 introduces the definitions and

notation that will be used throughout the paper. Most of these definitions are
borrowed from the theory of orthogonal polynomials. In particular, a generalization
of the concept of determinate Jacobi matrix to Hessenberg matrices is presented and
an invariability theorem is proven.
In Section 2 we prove the main theorems on strong convergence of the resolvents

of the finite sections of a determinate Hessenberg matrix to its resolvent function.
Section 3 contains applications to obtain asymptotics for orthogonal polynomials.

We will be interested in what happens to orthogonal polynomials when perturbing
their recurrence coefficients. Theorems 6 and 7 generalize results of Nevai and Van
Assche for orthogonality in the real line [11,15]. The theorems of Section 2 are also
applied to obtain convergence of the simultaneous Padé approximants associated to
a band matrix. This extends previous results of Kaliaguine [7].

1. Hessenberg matrices

We call an infinite matrix D ¼ ðdi; jÞNi; j¼0 with di; jAC such that di; j ¼ 0 for i4j þ 1
and di; iþ1a0; a lower Hessenberg matrix.
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1.1. Hessenberg matrices as operators in l2

Let us denote by l2 the Hilbert space of infinite column vectors x ¼ ðx0; x1;yÞt;
xiAC satisfyingXN

i¼0
jxij2oN;

and denote by C0 the dense subspace of l2 formed by the vectors with a finite number
of nonzero components.
Consider the action of the infinite Hessenberg matrix D on an infinite vector

defined by the usual matrix product Dx: This is well defined since each component of
Dx is computed by a finite sum of products. In this way we can associate to D an
operator D : l2-l2;

domainðDÞ ¼ fxAl2 :DxAl2g;

Dx ¼Dx:

We also define the operator H with domain C0 such that Hx ¼ %Dtx; xAC0:

Theorem 1. The operator D is closed and defined on its maximal domain of definition.

Moreover, one has that D ¼ H�:

Proof. The operator H is densely defined in C0: Therefore, H has an adjoint
(Theorem III.5.28 of [9]). It follows from the identity

/Dx; yS ¼ /x; %DtyS; xAl2; yAC0

that D is the adjoint of H; and thus it is closed. &

Remark. Notice that, unlike D; the operator H is not in general closed or even
closable. It is closable only when D is densely defined.

The same argument as in the theorem above shows that to any infinite matrix

A ¼ ðai; jÞNi; j¼0 with ai; j ¼ 0 for j4i þ k for some kAZ; one can associate a closed

operator A defined on its maximal domain. On the other hand, to every bounded
operator T can be associated the infinite matrix T ¼ ðti; jÞ with ti; j ¼ /Tei; ejS;

where feigNi¼0 denotes the canonical basis of l2; that is, ei ¼ ðdi;nÞNn¼0: We will make
frequent use of this correspondence between matrices and operators throughout this
paper (we use caligraphic fonts to denote operators). One has to be careful with this
correspondence, since composition of operators does not always correspond to
products of matrices. However, we do have the following:

If A is a Hessenberg matrix corresponding to the maximal closed operator A and B
is a bounded operator with matrix B such that rangeðBÞCdomainðAÞ then AB is

bounded with matrix AB:
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Here is the proof: AB is closed and defined everywhere, so it is bounded. Let
xAl2; then ABx ¼ AðBxÞ ¼ ABx; hence the matrix of AB is AB: Though not
explicitly stated, we will make frequent use of this fact.
Now that D is closed, this allows us to talk about its spectrum sðDÞ; the resolvent

set OðDÞ; the resolvent function Rðz;DÞ ¼ ðzI �DÞ�1 and related concepts.
We end this subsection discussing the relation between upper Hessenberg matrices

and cyclic operators.
Let A be an operator in l2 with dense domain S; such that ASCS and A has a

cyclic vector vAS; that is, spanfAiv; i ¼ 0;yg is dense in l2:

Theorem 2. The operator A is unitary equivalent to an extension of the operator H
associated to the transpose of a Hessenberg matrix.

Proof. By the Gram–Schmidt process applied to the sequence fAivgNi¼0 find an
orthonormal sequence fvigNi¼0: Since v is cyclic, fvigNi¼0 is an orthonormal basis of l2:
Define the unitary operator U such that Uei ¼ vi: Then the domain of U�AU
contains C0 and U�AUeiAspanfej; j ¼ 0;y; i þ 1g: Thus, the matrix of U�AU

with respect to the canonical basis is the transpose of a Hessenberg matrix. &

Suppose that the domain of A is spanfAiv; i ¼ 0;yg; then A is unitary

equivalent to H: Define the sequence of finite-dimensional subspaces Sn ¼
spanfAiv; i ¼ 0y; ng and let Pn be the orthogonal projection in Sn: Let us write
An ¼ PnAjSn

: Then the convergence (1) implies (we change %z by z)

P�
nRðz;AnÞPn-ðRðz;A�ÞÞ�:

When the above convergence holds we say that the finite section methods
converges forA� zI and the sequence of projections Pn: IfA is closable andAmin

denotes its closure then the right member in the above limit becomes Rðz;AminÞ:
In the sequel we restrict our analysis to Hessenberg matrices, particularly to lower

Hessenberg matrices. However, the above remark shows how the results to be
proven in Section 2 can be reinterpreted as providing a suitable sequence of
projections Pn to apply the finite sections method to cyclic operators.

1.2. Orthogonal polynomials

To the infinite Hessenberg matrix D we associate a sequence of polynomials

fpiðzÞgNi¼0 defined by the recurrence relations, p0ðzÞ ¼ 1 and

zpnðzÞ ¼
Xnþ1
i¼0

dn; ipiðzÞ;

which can be written in vector form as

Dp ¼ zp; ð2Þ

where p ¼ ðp0; p1;yÞt:
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Since deg pn ¼ n; these polynomials form a basis of C½z� and we can define a
complex-valued linear functional L :C½z; %z�-C by

Lðpnpm
tÞ ¼ dn;m:

The functional L is positive, that is, Lðp %pÞ40 when pa0: Thus, /p; qS ¼ Lðp %qÞ is
a scalar product in C½z� and it is clear that the sequence fpngNn¼0 is a sequence of
orthonormal polynomials with respect to this scalar product.

Example. Suppose that D is a real, symmetric and tridiagonal matrix (a real Jacobi

matrix) with di; iþ140: Then, by (2), the sequence fpngNn¼0 satisfies a three term
recurrence relation, and by Favard’s Theorem there exists a positive measure m with
infinite support and finite moments such that

Lðpðz; %zÞÞ ¼
Z

N

�N

pðt; tÞ dmðtÞ; ð3Þ

and thusZ
N

�N

pnðtÞpmðtÞ dmðtÞ ¼ dn;m:

Hence fpngNn¼0 is a sequence of orthonormal polynomials in the real line.

Let us extend the functional L to infinite matrices by applying it to each entry (this
is clearly an extension if we identify the space of polynomials with the infinite
matrices that have zeroes in all entries, except possibly in the upper left corner). It
can be checked that left and right multiplying scalar matrices, enter in and out of the
parenthesis. That is, whenever the product APðz; %zÞB is well defined, it follows that
LðAPðz; %zÞBÞ ¼ ALðPðz; %zÞÞB; where Pðz; %zÞ is an infinite matrix with entries in
C½z; %z� and A and B are infinite scalar matrices. This will allow us to take advantage
of the matrix calculus and of a compact notation in proving the next formulas. Also
notice that if A;B are Hessenberg matrices and X is an arbitrary infinite matrix, then
the matrix products AX and XBt are well defined and ðAX ÞBt ¼ AðXBtÞ:
Define the infinite matrix

D̃ðzÞ ¼ Lt

pðtÞ � pðzÞ
t � z

pðtÞt
St

� �
;

where ðSÞi; j ¼ ðdi; jþ1Þ is the infinite shift matrix. From the orthogonality of the

polynomials follows at once that D̃ðzÞ is lower triangular. This matrix plays an
important role in the study of D because D̃ðzÞS is a right inverse of D � zI and it is
closely related to the resolvent ofD:Namely, we have the following matrix formulas:

ðD � zIÞD̃ðzÞ ¼ St; ð4Þ

Rðz;DÞ ¼ �D̃ðzÞS þ pðzÞqðzÞt; ð5Þ

where Rðz;DÞ denotes the matrix associated to the operator Rðz;DÞ and qðzÞ ¼
et
0Rðz;DÞ:
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In order to prove (4) we take D � zI inside the parenthesis in

ðD � zIÞLt

pðtÞ � pðzÞ
t � z

pðtÞt
St

� �
;

and use the fact that ðD � zIÞpðtÞ ¼ ðt � zÞpðtÞ: To prove (5) we need the following
lemma.

Lemma 1. Let W be a Hessenberg matrix and A an arbitrary infinite matrix. Then the

equation

WX ¼ A ð6Þ

has a unique solution X0 with the first row equal to zero. Every other solution is of the

form X ¼ X0 þ vx0; where v is the unique infinite vector such that Wv ¼ 0; v0 ¼ 1; and

x0 is the first row of X :

Proof. By (4) it is clear that X0 ¼ W̃ð0ÞSA is a solution of the given equation with
the first row equal to zero. Also, observe that every solution ofWx ¼ 0 is of the form
x ¼ vu with uAC: Thus ifWX ¼ 0 this implies that every column of X is of the form
vui and X ¼ vut:
Let X be a solution of (6). We have WðX � X0Þ ¼ 0; thus X � X0 ¼ vut:

Comparing the first row on both sides we get ut ¼ x0; the first row of X : &

Now (5) follows from the previous lemma applied to the matrix identities

ðD � zIÞD̃ðzÞS ¼ I ðzI � DÞRðz;DÞ ¼ I ;

for zAOðDÞ: Here we take W ¼ D � zI and A ¼ I :

When D is a real Jacobi matrix, the elements of D̃ðzÞ are just the so-called ‘‘shifted
polynomials’’, ðD̃ðzÞÞn; i ¼ pi

n�iðzÞ: To keep consistent with this case, we use the same
notation for the entries of a general D̃ðzÞ:

1.3. Determinate Hessenberg matrices

A real Jacobi matrix is said to be determinate if the moment problem associated to
the functional L is determinate; that is, there is a unique measure m such that (3)
holds. This is equivalent to

XN
n¼0

ðjpnðzÞj2 þ jp1nðzÞj
2Þ ¼ N; ð7Þ

for some zAC:
The Theorem of Invariability states that if (7) holds for some z0AC then it holds

for every zAC:Moreover, if the Jacobi matrix J 0 is a bounded perturbation of J then
they are both determinate or indeterminate (see [12]).
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For complex Jacobi matrices, (7) is taken as the definition of determinacy.
Beckerman studied determinacy in this case in connection to proper matrices [2].
Again, a theorem of invariability holds, as is proven by Castro Smirnova [5].
Here we use an analogue of (7) to define determinacy for Hessenberg matrices. We

show how our definition agrees with the one for complex Jacobi matrices and we
prove an invariability theorem.

Definition 1. Let *DðzÞ denote the operator associated to the matrix D̃ðzÞ: We say
that the Hessenberg matrix D is indeterminate if and only if *DðzÞ is a Hilbert–
Schmidt operator for some zAC:

Recall that a bounded operatorA of matrix A ¼ ðai; jÞNi; j¼0 is said to be a Hilbert–

Schmidt operator if
P

N

i; j¼0 jai; jj2oN [6]. Since pn
0ðzÞ ¼ d�1

n�1;n (this is not difficult to

prove from the definition), a sufficient condition for a Hessenberg matrix to be

determinate is
P

N

n¼0 jd�2
n�1;nj ¼ N: In particular, every bounded Hessenberg matrix is

determinate.
When D is a Jacobi matrix one has the formula

D̃ðzÞS � StD̃ðzÞt ¼ p1ðzÞptðzÞ � pðzÞðp1ðzÞÞt; ð8Þ

with p1ðzÞ ¼ D̃ðzÞe1: This formula can be deduced from the definition of D̃ðzÞ
applied to this case. It follows from this formula that *DðzÞ being a Hilbert–Schmidt
operator is equivalent toXN

n¼0
ðjpnðzÞj2 þ jp1nðzÞj

2ÞoN;

and thus for Jacobi matrices our definition of determinacy agrees with the standard
one.
In order to prove invariability of determinacy we need the following lemma.

Lemma 2. Let D1; D2 be Hessenberg matrices such that D2 ¼ D1 � D with D a lower

triangular matrix. Then

D̃2ðzÞ ¼ D̃1ðzÞ þ D̃1ðzÞSDD̃2ðzÞ:

This is the so-called ‘‘comparison equation’’ which has been noted before for real
Jacobi matrices by Van Assche [15]. In [15] this formula is used to prove several
perturbation theorems.

Proof. We have

ðD1 � zIÞðI � D̃1ðzÞSDÞD̃2ðzÞ ¼ ðD2 � zIÞD̃2ðzÞ ¼ St:

Hence ðI � D̃1ðzÞSDÞD̃2ðzÞ and D̃1ðzÞ are both solutions of the equation

ðD1 � zIÞX ¼ St with the same first row equal to e0; and by Lemma 1 they are
equal. &
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Theorem 3. Determinacy of Hessenberg matrices is invariant under lower triangular

bounded perturbations.

Proof. Write D2 ¼ D1 � D with D lower triangular and bounded and *D1ðzÞ Hilbert–
Schmidt. Then by the comparison equation

ðI � D̃1ðzÞSDÞD̃2ðzÞ ¼ D̃1ðzÞ:

The operator I � *D1ðzÞSD is a compact perturbation of the identity. Therefore, if
0AsðI � *D1ðzÞSDÞ then 0AspðI � *D1ðzÞSDÞ: But I � D̃1ðzÞSD is a lower triangular
matrix with ones on the main diagonal. Hence I � *D1ðzÞSD is injective and we
conclude that it is invertible. The matrices ðI � D̃1ðzÞSDÞ�1D̃1ðzÞ and D̃2ðzÞ are both
lower triangular and satisfy the same equation ðD2 � zIÞX ¼ St: Hence they are
equal; that is,

D̃2ðzÞ ¼ ðI � D̃1ðzÞSDÞ�1D̃1ðzÞ:

Now since *D1ðzÞ is Hilbert–Schmidt, so is *D2ðzÞ: &

Corollary 1. If for some z0AC; *Dðz0Þ is a Hilbert–Schmidt operator, then *DðzÞ is

Hilbert–Schmidt for every zAC:

Proof. If we take D2 ¼ D1 � ðz � z0ÞI then it is easy to see that D̃2ðz0Þ ¼ D̃1ðzÞ:
Now the result follows from the previous theorem. &

2. Finite sections method for Hessenberg matrices

We denote by Pn the n 
N matrix

Pn ¼ ðe0; e1;y; en�1Þt:

To every n 
 n matrix M we can associate the infinite matrix Pt
nMPn coincident

with M in the upper left corner and with zeroes everywhere else. In the sequel, when
talking about a finite matrix as infinite, for example Rðz;DnÞ; we always mean the
infinite matrix obtained through Pn: Also, for an infinite matrix A; we write ðAÞn ¼
PnAPt

n for its finite sections. The same conventions apply for finite and infinite

vectors.

For a sequence fTngNn¼0 of bounded operators in l2; we write Tn-T meaning

convergence in the strong topology of operators; that is, pointwise convergence.
Whenever the convergence is understood in a different sense, this will be specified.
A well-known theorem of Kantorovich states that ifA;An are bounded operators

with An-A and jjA�1
n jjoM; then A is invertible and A�1

n -A�1: In particular,
this theorem can be applied to ðAÞn; the finite sections of A: In the next two theorems

we prove analogues of this result for determinate (but not necessarily bounded)
Hessenberg matrices. These theorems generalize classical ones for real Jacobi

L. Robert, L. Santiago / Journal of Approximation Theory 123 (2003) 68–88 75



matrices and more recent ones for complex Jacobi matrices and banded matrices
(see [2, Theorem 4.3, Corollary 4.4]).
We start with a lemma proving that for Hessenberg matrices one has that

ðD�1Þn � D�1
n is always of rank one. We use the notation

pnðzÞ ¼
1

pnðzÞ
ðet

nD̃ðzÞSÞn;

ri; jðzÞ ¼ et
jRðz;DÞei:

Lemma 3. We have the following matrix identities:

ðRðz;DÞÞn � Rðz;DnÞ ¼ pnðqn � pnÞ for zAOðDnÞ-OðDÞ; ð9Þ

ðRðz;DnÞÞm � Rðz;DmÞ ¼ pmððpnÞm � pmÞ for zAOðDnÞ-OðDmÞ; ð10Þ

Pn�kþ1ððRðz;DÞÞn � Rðz;DnÞÞ

¼ 1

rn�k;nðzÞ þ pn�kþ1
k�1 ðzÞ

Pn�kþ1Rðz;DÞen�kðet
nRðz;DÞÞn ð11Þ

for zAOðDÞ-OðDnÞ and nXk � 1X0:

Proof. From (5) of Section 1 we have

ðRðz;DÞÞn ¼ �ðD̃ðzÞSÞn þ pnðzÞqnðzÞ: ð12Þ

From (4) we have

ðDn � zInÞðD̃ðzÞS þ en�1dn�1;nðet
nD̃ðzÞSÞn ¼ In;

hence

ðDn � zInÞððD̃ðzÞSÞn � pnðzÞpnðzÞÞ ¼ In;

so that

Rðz;DnÞ ¼ �ðD̃ðzÞSÞn þ pnðzÞpnðzÞ: ð13Þ

Now (9) and (10) are readily obtained using (12) and (13).
Starting from (5) and performing some straightforward calculations, the following

identities can be obtained:

pn�kþ1ðzÞqn�kðzÞ ¼Pn�kþ1Rðz;DÞen�k; nXk � 1X0;

pnðzÞqn�kðzÞ ¼ rn�k;nðzÞ þ pn�kþ1
k�1 ðzÞ; nXk � 1X0;

qnðzÞ � pnðzÞ ¼
1

pnðzÞ
ðet

nRðz;DÞÞn: ð14Þ
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We use these identities to write the right side of (9) like in (11)

Pn�kþ1pnðqn � pnÞ ¼ pn�kþ1ðzÞ
qn�kðzÞ
qn�kðzÞ

ðet
nRðz;DÞÞn

pnðzÞ

¼Pn�kþ1Rðz;DÞen�kðet
nRðz;DÞÞn

rn�k;nðzÞ þ pn�kþ1
k�1 ðzÞ

: &

Definition 2. For an infinite matrix A and an infinite sequence of indices
SCf0; 1;yg define the sets:

YSðAÞ ¼ z: lim sup
nAS

jjRðz; ðAÞnÞjjoN

� �
;

*GðAÞ ¼
[

n

GððAÞnÞ ¼ f/Ax; xS : jjxjj ¼ 1; xAC0g;

*GessðAÞ ¼
\
K

*GðA þ KÞ;

where GððAÞnÞ denotes the numerical range of the truncated matrix ðAÞn and K

ranges through all the compact operators with lower triangular matrix.

The set YSðAÞ is open. This follows from its definition and the inequality

jjðB þ eIÞ�1jjp jjB�1jj
1� jejjjB�1jj; ð15Þ

with eoðjjB�1jjÞ�1; applied to B ¼ ðAÞn � zIn: When S ¼ f1; 2yg we omit the
subscript and write simply YðAÞ: We have ð *GðAÞÞcCYðAÞ; which follows from

jjRðz; ðAÞnÞjjp
1

dðz;GððAÞnÞÞ
: ð16Þ

Theorem 4. Suppose we have one of the two cases:

(a) D is determinate and S ¼ f0; 1;yg;
(b)

P
nAS jdn�1;nj�2 ¼ N:

Then the following hold:
(i)

YSðDÞ ¼ fz :Rðz;DnÞ�-Rðz;DÞ�; nASgCOðDÞ:

For xAl2 the convergence

lim
nAS

Rðz;DnÞ�x ¼ Rðz;DÞ�x

is uniform in compact subsets of YSðDÞ:
(ii) If zAYSðDÞ-OðDþKÞ and K is compact, then zAYSðD þ KÞ:
(iii) OðDÞ\ *GessðDÞCYSðDÞ:
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Proof. (i) Banach–Steinhaus’ Theorem implies uniform boundness of the sequence
Rðz;DnÞ from its strong convergence, thus we have inclusion in one direction.
Next we want to prove that the uniform boundness of jjRðz;DnÞjj for nAS; n large

enough, implies that zAOðDÞ and Rðz;DnÞ�-Rðz;DÞ�:We split the argument in two
parts.

Claim 1. If zAYSðDÞ and D satisfies ðaÞ or ðbÞ then D� zI is injective.

Suppose that pðzÞAl2: Comparing the first row on both sides of (13) we get that
et
0Rðz;DnÞ ¼ pnðzÞ; then recall the definition of pnðzÞ to get

ðet
nD̃ðzÞSÞn ¼ pnðzÞet

0Rðz;DnÞ:

Taking norm on both sides of this equality and using the uniform boundness of

jjRðz;DnÞjj we get that
P

nAS jjet
nD̃ðzÞjjoN: This leads to a contradiction whether we

have (a) or (b) (recall that pn
0ðzÞ ¼ d�1

n�1;n are the elements along the main diagonal of

D̃ðzÞS).
Thus, in both cases we must have pðzÞel2: Since any nonzero vector v such

that ðD � zIÞv ¼ 0 must be a scalar multiple of pðzÞ; this implies that D� zI is
injective.

Claim 2. If zAYSðDÞ and D� zI is injective, then zAOðDÞ and Rðz;DnÞ�-Rðz;DÞ�;
nAS:

Take norms on both sides of (10). We get jjpmðzÞjj jjððpnðzÞÞm � pmðzÞÞjjoM which

together with jjpðzÞjj ¼ N yields that fpnðzÞgnAS is convergent in l2:
For xAC0 the right side of

xtðRðz;DnÞÞm � Rðz;DmÞÞ ¼ xtpmðzÞððpnðzÞÞm � pmðzÞÞ

converges to zero as n;m-N: This implies that Rðz;DnÞ�x is convergent for
xAC0; nAS: Let xAl2 and take x0 in C0 such that jjx � x0jjoe=M: The right
side of

ððRðz;DnÞÞ�m � Rðz;DmÞ�Þx ¼ððRðz;DnÞÞ�m � Rðz;DmÞ�Þðx � x0Þ

þ ððRðz;DnÞÞ�m � Rðz;DmÞ�Þx0
has norm less than e when n;m-N: Thus fRðz;DnÞ�gnAS converges in the strong

topology to some bounded operator R�: Identity (13) implies the matrix formula

R ¼ �D̃ðzÞS þ pðzÞet
0R:Matrix �D̃ðzÞS is a right inverse for zI � D (see 4), hence R

is a right inverse for zI � D too. This means that zI �D has a bounded right inverse,
thus it is surjective. It is also injective, so we conclude that zI �D is invertible and
R ¼ Rðz;DÞ: This completes the proof of the claim.
It remains to prove that convergence is uniform on compact subsets of YSðDÞ: Let

KCYSðDÞ be a compact set. For every z0AK we can choose an open neighborhood
Vðz0Þ of z0 such that jjRðz;DnÞjjoMðz0Þ for every zAVðz0Þ and n4Nðz0Þ; nAS
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(use inequality (15)). Choosing a finite covering of K from these neighborhoods, we
prove that the sequence fRðz;DnÞgnAS is uniformly bounded in K for n4N: Now we

use Vitali’s Theorem to obtain the uniform convergence of Rðz;DnÞ�x for every xAl2
uniformly in K :
(ii) We use the following simple lemma in Hilbert spaces.

Lemma 4. If Kn; K are compact operators such that jjK�Knjj-0 and T; Tn are

bounded operators such that Tn-T; then

jjTnKn �TKjj-0 and jjKnTn �KTjj-0:

The proof is simple and it is omitted. The lemma is first proved whenK is of finite
rank and then it is completed by using the fact that compact operators are norm
limits of finite rank operators.
The operator I �KRðz;DÞ ¼ ðzI � ðDþKÞÞRðz;DÞ is invertible because it is

Fredholm and injective. fRðz;DnÞ�gnAS converges strongly to Rðz;DÞ�; so by the
previous lemma jjðKÞnRðz;DnÞ �KRðz;DÞjj-0: Thus I � ðKÞnRðz;DnÞ is inver-
tible for n big enough. Now the result follows from the equality

Rðz; ðDþKÞnÞ ¼ Rðz;DnÞðI � ðKÞnRðz;DnÞÞ�1:

(iii) Let zAð *GðD þ KÞc-OðDÞÞ for some compact operator K : Then zAYSðD þ
KÞ and since D � zI is a compact perturbation of D þ K � zI we obtain by (ii) that
zAYSðDÞ: &

For proper complex Jacobi matrices, it is shown in [2] that (i) holds for any
subsequence S without the need of b. Let us see how this is true for determinate
Jacobi matrices.

Let D be a Jacobi determinate matrix and zAYSðDÞ: If jjpðzÞjj2oN then we

derive from (13) that *DðzÞ is bounded. But then by (8) the boundness of *DðzÞ is
equivalent to the indeterminacy of D: Thus jjpðzÞjj2 ¼ N: The reasoning continues
as in the proof of Theorem 4(i).
Imposing some extra conditions on D we can improve Theorem 4. The norms of

the functions rn�k;nðzÞ in formula (11) are bounded by jjRðz;DÞjj: Thus if pn
kðzÞ-N

for some zAOðDÞ; as n-N; nAS; then

ðpn�kþ1
k�1 ðzÞ þ rn�k;nðzÞÞ�1 ¼ pn�kþ1

k�1 ðzÞ�1 1þ rn�k;nðzÞ
pn�kþ1

k�1 ðzÞ

 !�1

-0;

and using (11) we get

jjðPn�kþ1Rðz;DnÞÞ� � Rðz;DÞ�jj-0:

In particular, since pn
0ðzÞ ¼ d�1

n�1;n;

lim
nAS

dn�1;n ¼ 0) YSðDÞ ¼ OðDÞ:
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If jdn�1;nj is a bounded sequence, we can improve Theorem 4. Define the sets
ZSðDÞ ¼ fz : zAsðDnÞ; nASg;

ZN

S ðDÞ ¼ fz: (fznk
g; znk

AsðDnk
Þ; znk

-z; nk-N; nkASg:

It follows from (15) and (16) that we have the inclusions

ZSðDÞC *GðDÞ; ZN

S ðDÞCðYSðDÞÞc:

Since *GðDÞ is a convex set, its complement has at most two connected
components. Define ONðDÞ to be the union of the connected components of
OðDÞ which have nonempty intersection with ð *GðDÞÞc (again there are at most
two of them). Finally, write vðK ;DnÞ for the number of eigenvalues of Dn

in KCC:

Theorem 5. Suppose that *GðDÞaC and that fjdn�1;njgnAS is a bounded sequence. Then

we have

ðiÞ For every compact set KCONðDÞ; there is an infinite subsequence S1CS such

that K\YS1ðDÞ is at most finite.

ðiiÞ ONðDÞ\ZN

S ðDÞCYSðDÞ:
ðiiiÞ For every compact set KCONðDÞ; the sequence fvðK;DnÞgnAS is uniformly

bounded.

Proof. Before we go into the main argument, we need to prove some preliminary
facts.

Claim 1. The matrix D is determinate. This is clear from the fact that fjd�1
n�1;njgnAS is

bounded away from zero.

Claim 2. There is an infinite subsequence S0CS such that limnAS0 dn�1;n ¼ d; for some

dAC: This is clear.

Claim 3. In every connected component of ONðDÞ there are points z1 such that

jjRðz1;DÞjjo 1

2 maxð1; jdjÞ: ð17Þ

Let us prove this assertion. Since *GðDÞ is not the whole plane, every connected
component of its complement contains a semiplane. Using (16) we can choose points

far enough from *GðDÞ such that (17) holds for every Dn: But D is determinate, thus

the strong convergence of Rðz;DnÞ in ð *GðDÞÞc implies (17) for Rðz;DÞ:
Now let KCONðDÞ be a compact set and assume without lost of generality that it

is in one of the connected components of ONðDÞ: Choose a connected open set V

such that KCVC %VCONðDÞ and z1AV for some z1 satisfying (17). The sequence
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frn�1;nðzÞdn�1;ngnAS0
is uniformly bounded in %V: Hence for some infinite subsequence

S1CS0 we have ð1þ rn�1;nðzÞdn�1;nÞ-rðzÞ uniformly in %V: The analytic function rðzÞ
cannot be identically zero since rðz1Þa0 (use (17)). Thus for any zAK ; except in a
finite set of points,

jðd�1
n�1;n þ rn�1;nðzÞÞ�1j ¼ jðdn�1;nð1þ rn�1;nðzÞdn�1;nÞ�1joMz

for some constant Mz and nAS1 large enough. Now (i) follows from (11)
with k ¼ 0:
(ii) Let z0AONðDÞ\ZN

S ðDÞ: We are going to prove that for every infinite
subsequence S0CS we can find an infinite subsequence S1CS0 such that
z0AYS1ðDÞ and from this it will follow that zAYSðDÞ: Take Vðz0Þ a neighborhood
of z0 with Vðz0ÞCONðDÞ\ZN

S ðDÞ: By (i) applied to Vðz0Þ there is some

S1CS0 such that zAYS1ðDÞ for all except a finite set of points of Vðz0Þ:
In particular, fjjRðz;DnÞjjgnAS1

is uniformly bounded for n large enough

and zAG in some smooth closed Jordan curve enclosing z0: Since zeZN

S ðDÞ;
every function Rðz;DnÞ; nAS is analytic in Vðz0Þ for n large enough. Thus
we have

Rðz0;DnÞ ¼
1

2pi

Z
G

1

z � z0
Rðz;DnÞ dz;

and from this follows that fRðz0;DnÞgnAS1
is bounded for n large enough.

(iii) In order to prove the boundness of the sequence vðK ;DnÞ for nAS we use the
same technique as before. That is, we prove that to every subsequence S0CS we can
find S1CS0 infinite, such that vðK ;DnÞ is bounded for nAS1: But this follows from
the discussion in the proof of (i) and the chain of inclusions

sðDnÞ-OðDÞ ¼ fz : pnðzÞ ¼ 0g-OðDÞCfz : pnðzÞqn�1ðzÞ ¼ 0g

¼fz : d�1
n�1;n þ rn�1;nðzÞ ¼ 0g: &

The following proposition contains a very weak form of approximation
of Rðz;DnÞ to Rðz;DÞ in any point of OðDÞ: This fact is well known for Jacobi
matrices.

Proposition 1. Let zAOðDÞ and kX0: There is an infinite sequence of indices S such

that limnASðRðz;DnÞÞk ¼ ðRðz;DÞÞk:

Proof. Let zAOðDÞ-OðDnÞ; by (14) we have ðqðzÞ � pnðzÞÞk ¼ ðpnðzÞÞ�1
ðet

nRðz;DÞÞk: Suppose the norm of right side is separated from 0 as n tends to

infinity. Then jpnðzÞj2o1
ejjðet

nRðz;DÞÞkjj
2 for some e40 and every n: This implies that

pðzÞAl2; which contradicts zAOðDÞ: Thus limnASðpnðzÞÞk ¼ ðqðzÞÞk for some

sequence of indices S: Now use (9) to complete the proof. &
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3. Applications

This section contains applications of the above results to problems in rational
approximation. Specifically, to asymptotics of orthogonal polynomials and
convergence of simultaneous Padé approximants. The link between the finite
sections method and these subjects has been known, and exploited, for some time,
see for example Brezinski [4], Magnus [10]. Other problems in rational approxima-
tion allow the same approach, as for example the reconstruction of planar domains
by their moments [7,13].

3.1. Asymptotics of polynomials

Let fpnðzÞgNn¼0 be a sequence of polynomials with coefficients in C such that p0 ¼ 1
and deg pn ¼ n: To this sequence we can associate the Hessenberg matrix D such that

Dp ¼ zp;

where p ¼ ðp0; p1;yÞt: Inversely, as we saw in Section 1, we can associate to a
Hessenberg matrix D the unique sequence of polynomials satisfying this equation
with p0 ¼ 1:
In this subsection we are going to study the asymptotics of the polynomials pnðzÞ

when their associated Hessenberg matrix is perturbed. Sequences like fpnðzÞgNn¼0
can arise when considering orthogonal polynomials with respect to some scalar
product. More specifically, consider a scalar product /�; �S on the polynomials with
coefficients in C; /�; �S :C½z� 
 C½z�-C such that /1; 1S ¼ 1: Applying the Gram–
Schmidt orthogonalization process to the basis zn we obtain a sequence of

orthonormal polynomials fpnðzÞgNn¼0 such that p0 ¼ 1 and deg pn ¼ n:

Write fp1;ngNn¼0; fp2;ngNn¼0 for two sequences of polynomials and D1; D2 for their

respective Hessenberg matrices. The Hessenberg matrices that we will consider in the
sequel are assumed to be determinate, so that the results of Section 2 can be applied.
The next theorem is well known for real and complex Jacobi matrices [2,11,15],

where a converse is also valid [2, Theorem 3.7].

Theorem 6. Let D1;D2 be Hessenberg matrices with D1 � D2 ¼ D a lower triangular

matrix representing a compact operator in l2: Then we have

lim
n-N

p1;n�1ðzÞ
p1;nðzÞ

� p2;n�1ðzÞ
p2;nðzÞ

� �
1

dn�1;n
- 0;

uniformly on compact subsets of YðD1Þ-OðD2Þ: Under the conditions described in

Theorems 4 and 5 of Section 2, the same result holds for subsequences of indices.

Proof. Let zAYðD1Þ-OðD2Þ: We have
Rðz;D1;nÞ � Rðz;D2;nÞ ¼ Rðz;D2;nÞðDÞnRðz;D1;nÞ:

Since YðD1Þ-OðD2Þ ¼ YðD1Þ-YðD2Þ (use Theorem 4(ii)), Rðz;D1;nÞ� and

Rðz;D2;nÞ� converge strongly. Also Dn is a sequence of compact operators that

L. Robert, L. Santiago / Journal of Approximation Theory 123 (2003) 68–8882



converges in the norm topology to D: Thus, the right member of the above equality is
a compact operator which by Lemma 4 converges in the norm topology to

Rðz;D1Þ � Rðz;D2Þ ¼ Rðz;D2ÞDRðz;D1Þ:

Compact operators take weakly convergent sequences to convergent sequences,
thus we have that /ðRðz;D1;nÞ � Rðz;D2;nÞÞen; enS-0: Using (13) one sees that

/Rðz;D1;nÞen; enS ¼ p1;n�1ðzÞ
p1;nðzÞ

1

dn�1;n
;

/Rðz;D2;nÞen; enS ¼ p2;n�1ðzÞ
p2;nðzÞ

1

dn�1;n
:

This yields the desired result. &

Denote by Bkðl2Þ the k-Schatten class of bounded operators with finite norm
jj � jjk: ForTABkðl2Þ we denote by detkðI þTÞ the Fredholm determinant of I þT:
In the sequel we will make use of some of the properties of Fredholm determinants.
A reference for these and further facts is [6].
Let D1;D2 be Hessenberg matrices such that D1 � D2 ¼ D is a lower triangular

matrix representing an operator DABlðl2Þ: For kXl define the functions

fk
�1 : OðD1Þ-C; fk

�1;n : OðD1;nÞ-C (the so-called perturbation determinants) by

fk
�1ðzÞ ¼ detkðI þ DRðz;D1ÞÞ;

fk
�1;nðzÞ ¼ detkðI þ DnRðz;D1;nÞÞ;

which are analytic in OðD1Þ and OðD1;nÞ; respectively. Notice that for k ¼ 1 one has
f1�1;nðzÞ ¼

p2;nðzÞ
p1;nðzÞ:

Let us define the analytic operator-valued functions FkðzÞ; Fk
nðzÞ by

FkðzÞ ¼fk
�1ðzÞRðz;D2Þ; zAOðD1Þ-OðD2Þ;

Fk
nðzÞ ¼fk

�1;nðzÞRðz;D2;nÞ zAOðD1;nÞ-OðD2;nÞ:

Then we have

FkðzÞ ¼ Rðz;D1Þfk
�1ðzÞðI þ DRðz;D1ÞÞ�1:

But from the Carleman inequality [6, Theorem XI.9.26], we have

jjfk
�1ðzÞðI þ DRðz;D1ÞÞ�1jjp expðCjjDRðz;D1ÞjjkkÞ

p expðCjjDjjkkjjRðz;D1ÞjjkÞ;

for some constant C: Thus

jjFkðzÞjjpjjRðz;D1Þjj expðCjjDjjkkjjRðz;D1ÞjjÞ;
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which implies that FkðzÞ can be analytically extended to OðD1Þ: In the same way it
can be seen that Fk

nðzÞ is analytic in OðD1;nÞ:

Theorem 7. We have

(i) fk
�1;nðzÞ-fk

�1ðzÞ;
(ii) ðFk

nðzÞÞ
�-ðFkðzÞÞ�;

uniformly in compact subsets of YðD1Þ:

Proof. (i) It is enough to prove the convergence

jjDnRðz;D1;nÞ � DRðz;D1Þjjk-0; ð18Þ

uniformly in compact subsets of YðD1Þ and then the result follows from the
continuity of the determinant in Bkðl2Þ [6, Lemma XI.9.16]).
Lemma 4 of Section 2 still holds if we take the operatorsKn in Bkðl2Þ and use the

norm jj � jjk of Bkðl2Þ instead of the spectral norm jj � jj: By Theorem 4 we have that
Rðz;D1;nÞ�-Rðz;D1Þ� uniformly on compact sets of YðD1Þ and also jjDn � Djjk-0
(see [6, Lemma XI.9.11]). Thus the convergence in (18) follows.

(ii) Using the Carleman inequality and reasoning as we did before for FkðzÞ; we
can see that the sequence of operators Fk

nðzÞ is uniformly bounded on compact
subsets of YðD1Þ: Therefore the sequence Fk

nðzÞ
�
x is normal for every xAl2; and by

Vitali’s Theorem it is enough if we prove its convergence in an infinite set with
accumulation points.
Without lost of generality we can suppose that YðD1Þ is not empty. Since D2 is a

compact perturbation of D1 the set YðD1Þ-OðD2Þ differs from YðD1Þ in at most a
denumerable set of isolated points. Hence it is open and not empty. Let

zAYðD1Þ-OðD2Þ: Then, since ðI þ DRðz;D1ÞÞ�1 ¼ I � DRðz;D2Þ; we have

ðFkðzÞÞ�x ¼fk
�1ðzÞððI þ DRðz;D1ÞÞ�1Þ�Rðz;D1Þ�x;

ðFk
nðzÞÞ

�
x ¼fk

�1;nðzÞððI þ DnRðz;D1;nÞÞ�1Þ�Rðz;D1;nÞ�x:

Each factor of the second equality converges to the corresponding one of the first
equality. Convergence of the rightmost factor was proved in Theorem 4 of Section 2,
convergence of the other two factors was proved in (i). &

When D1;D2 are Jacobi matrices the function f
1
�1ðzÞ is known as Szego’s function

or Jost’s function, and sometimes it is defined by the formula [15]

f1�1ðzÞ ¼ 1þ
XN
j¼0

ðDj; jqjðzÞ þ Djþ1; jqjþ1ðzÞÞp2; jðzÞ:

Let’s see how this formula still holds in the general case. We denote the first row of

F1ðzÞ by f1ðzÞ; q1ðzÞ denotes the first row of Rðz;D1Þ:
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Theorem 8. Let D1 � D2 ¼ D be a lower triangular matrix representing an operator of

trace class. Then

f1�1ðzÞ ¼ 1þ
XN
j¼0

XN
i¼j

Dijq1; iðzÞp2; jðzÞ; ð19Þ

f1ðzÞ ¼ q1ðzÞ þ
XN
j¼0

XN
i¼j

Dijq1; iðzÞet
jD̃2ðzÞ; ð20Þ

for every zAOðD1Þ: The right side of (20) converges in l2 and uniformly in compact

subsets of OðD1Þ:

Proof. Recall from the comparison equation that

et
nD̃2ðzÞ ¼ et

nD̃1ðzÞ þ et
nD̃1ðzÞSDD̃2ðzÞ; ð21Þ

which, dividing by p1;n and equating the first component on both sides,

yields

p2;nðzÞ
p1;nðzÞ

¼ 1þ p1;nðzÞSDp2ðzÞ

¼ 1þ
Xn�1
j¼0

Xn�1
i¼j

Dij

piþ1
1;n�ðiþ1ÞðzÞ

p1;nðzÞ
p2; jðzÞ: ð22Þ

Let us assume that D is finite; that is, ðDÞm ¼ D for some m: Then for n4m the

left side of (22) is f1�1;nðzÞ ¼ detðI þ DRðz;D1;nÞÞ ¼ detðI þ DðRðz;D1;nÞÞmÞ: Let
zAOðD1Þ; by Proposition 1 there is a subsequence of indices such that
ðRðz;D1;nÞÞm-ðRðz;D1ÞÞm: Taking limits, the left side of (22) tends to

detðI þ DðRðz;D1ÞÞmÞ ¼ detðI þ DRðz;D1ÞÞ; thus we get

f1�1ðzÞ ¼ 1þ
Xm

j¼0

Xm

i¼j

Dijq1; iðzÞp2; jðzÞ

for zAOðD1Þ:
Let D be of trace class and Dn its finite sections. Then we have

ðf1�1Þ
ðnÞðzÞ ¼ 1þ

Xn

j¼0

Xn

i¼j

Dijq1; iðzÞp2; jðzÞ;

where ðf1�1Þ
ðnÞ is the f1�1-function associated to the perturbation by Dn: Since Dn

tends to D in the norm of B1ðl2Þ; we have that ðf1�1Þ
ðnÞ-f1�1: Taking limits on both

sides of the last equality we get that the right side must be convergent too. This
implies (19).
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In order to prove (20) we start from (21), divide both sides by p1;nðzÞ and drop the
first component on both sides to get

p2;nðzÞ
p1;nðzÞ

p2;nðzÞ ¼ p1;nðzÞ þ p1;nðzÞSDD̃2ðzÞ:

Following the same limiting argument used to prove (19), we get (20). &

We have proved asymptotics for orthogonal polynomials under conditions
on the Hessenberg matrix; that is, conditions on the parameters of the recurrence
relation. A general treatment of the perturbations of real Jacobi matrices can be

found in [15]. There the function f1�1ðzÞ together with the formulas of Theorem 8 are
discussed and their connection with scattering theory is developed. In [2]
Beckermann proves some asymptotics analogous to ours for complex Jacobi
matrices and for bounded Hessenberg matrices. For bounded operators, these
asymptotics are also studied by Putinar [13]. We have used here the same technique
for the proofs.
We end this subsection discussing the case of orthogonal polynomials in the circle.

Let fpngNn¼0 be a sequence of orthonormal polynomials in the circle with positive
principal coefficientsZ

G
pnpm dm ¼ dn;m;

for a positive measure m supported in G ¼ fzAC : z%z ¼ 1g with infinite support.
It can be proved that in this case the associated matrix D satisfies D %Dt ¼ I ; so

that %Dt represents an isometry in l2 and hence is bounded of norm 1. Moreover,
we have that

YðDÞ ¼ ðGðDÞÞc ¼ fzAC : jzj41g:

If we take U ¼ ðd01; d12;yÞ the diagonal matrix formed with the upper nonzero
diagonal of D and write D ¼ US þ D where D is lower triangular, then it follows
from D %Dt ¼ I that

US %Dt þ DStUt þ D %Dt ¼ I � U2:

It is well known that Szego’s condition on the measure m is equivalent toP
i j1� di; iþ1joN: This implies that U is invertible and the trace of the left side in

the last equality is finite. Hence the trace of D %Dt is finite and D is a Hilbert–Schmidt
operator. Moreover, it follows from the above equality that US %Dt is equal to the

lower triangular part of D %Dt: Thus the sums of the absolute values of the elements in
each diagonal of D are convergent.
It follows from the discussion above that D is a perturbation of US by a

Hilbert–Schmidt lower triangular matrix and thus the theorems of this section apply
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taking D1 ¼ US and D2 ¼ D: After some calculations one obtains

p1;nðzÞ ¼
Yn

j¼0
dj; jþ1z

n; p2;nðzÞ ¼ pnðzÞ;

f2�1;nðzÞ ¼
pnðzÞ

ð
Qn

j¼0 dj; jþ1Þzn
exp �

Xn

j¼0
dj; j

 !
;

so that

pnðzÞ
zn

-Cf2�1ðzÞ uniformly in compact subsets of fzAC : jzj41g;

where C ¼ expð
P

N

j¼0 dj; jÞ
Q

N

j¼0 dj; jþ1: Notice that the shifted polynomials are no

longer orthogonal with respect to a measure supported in the unit circle. However
our results imply

pi
n�iðzÞ
zn�i

-Cif
2
i ðzÞ uniformly on compact subsets of fzAC : jzj41g;

where Ci ¼ expð
P

N

j¼i dj; jÞ
Q

N

j¼i dj; jþ1:

3.2. Simultaneous Padé approximants

Let D be a banded Hessenberg matrix with m þ 2 nonzero diagonals. Define the
infinite matrix of formal series

½zI � D��1 ¼
XN
i¼0

Di

ziþ1;

and the formal series qiðzÞ ¼ et
0½zI � D��1ei; i ¼ 0;y;m:

It is known that the rational functions pn; iðzÞ ¼ et
0Rðz;DnÞei; i ¼ 0;y;m; are the

simultaneous Padé approximants of the functions qiðzÞ associated to the sequence of
proper multiindices

ðr þ 1; r þ 1;y; r þ 1|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}
j times

; r; r;y; r|fflfflfflfflffl{zfflfflfflfflffl}
m�j times

Þ;

where n ¼ mr þ j; 0pjom: The analytic counterparts of the formal series qiðzÞ are
the analytic functions qiðzÞ ¼ et

0Rðz;DÞei: References for these and further facts are

[8,12].
The theorems of Section 2 imply convergence of approximants.

Theorem 9. If D is determinate, then pn; i-qiðzÞ uniformly on compact subsets of

YðDÞ: We have the estimate

jqiðzÞ � pn; iðzÞjoO
Xn

k¼0
jpkðzÞ2j

 !�1
0
@

1
A; zAYðDÞ: ð23Þ
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Under the conditions described in Theorems 4 and 5 of Section 2, the same results

hold for subsequences of indices.

Notice that for every zAOðDÞ one has
P

N

k¼0 jpkðzÞ2j ¼ N: It is a known fact

that when fdn�1;ngNn¼1 is bounded, the sequence fjpnðzÞjgNn¼0 has geometric growth
in YðDÞ:

Proof. Convergence of the approximants follows at once from Theorem 4(i). Taking
norms on both sides of (10) yields estimate (23). &
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